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一、 Abstract  

1.1 Importance of traditional patterns  

Traditional patterns are the treasures of human 

civilization, carrying rich historical and cultural information. 

They are unique art forms formed in the long-term historical 

development of different regions and nationalities, reflecting 

the social life, religious beliefs, aesthetic concepts and 

technological levels at that time. Traditional patterns not only 

have high artistic value, but also contain profound cultural 

connotation, which is an important symbol of national culture. 

Through the inheritance and research of traditional patterns, 

we can deeply understand the historical origin, cultural 
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context and social development of a nation. They are the 

bridge connecting the past and the present, which is of great 

significance for promoting national culture, enhancing 

national cohesion and cultural self-confidence.  

1.2 The application prospect of computer vision 

technology  

With the rapid development of computer technology, 

computer vision technology has made remarkable progress in 

image processing, feature extraction, pattern recognition and 

other fields. It has broad application prospects in the digital 

extraction and design of traditional patterns. Firstly, 

computer vision technology can efficiently collect and 

preprocess traditional pattern images, remove noise, enhance 

image quality, and provide a good basis for subsequent 

feature extraction and analysis. Secondly, through advanced 

feature extraction algorithms, such as convolutional neural 



network ( CNN ) in deep learning, key features of traditional 

patterns, such as texture, shape and color, can be 

automatically identified and extracted to achieve accurate 

classification and recognition of patterns. In addition, 

computer vision technology can also be combined with the 

generative design method to generate new pattern variants 

according to the extracted features, which provides strong 

technical support for the innovative design of traditional 

patterns. The application of this technology can not only 

effectively protect and inherit the traditional patterns, but also 

promote its wide application in modern design, so that it can 

radiate new vitality in contemporary society.  

1.3 Main research methods and innovations  

1.3.1 Main research methods  

This study uses computer vision technology, combined 

with image processing, feature extraction and deep learning 



methods, to digitally extract and design traditional patterns. 

Firstly, the traditional pattern images are collected and 

preprocessed to remove noise and enhance image quality. 

Then, the convolutional neural network ( CNN ) in deep 

learning is used to extract the features of the pattern image, 

and the key features such as texture and shape are extracted. 

Based on the extracted features, a classification model is 

constructed to automatically classify and recognize traditional 

patterns. Finally, combined with parametric design and 

generative design methods, new pattern variants are 

generated according to the extracted features to realize the 

innovative design of traditional patterns.   

1.3.2 Innovations  

The innovation of this study is to combine computer 

vision technology with traditional pattern digital extraction 



and design, and propose a feature extraction and generative 

design method based on deep learning. This method can 

automatically identify and extract the key features of 

traditional patterns, and generate diversified pattern variants, 

which provides new ideas and methods for the innovative 

design of traditional patterns. 二、 Introduction  

2.1 Background and Significance  

Traditional patterns are an important part of Chinese 

culture, carrying a profound historical and cultural heritage 

and unique artistic charm. They are not only the embodiment 

of decorative art, but also the symbol of the Chinese nation 's 

yearning and pursuit of a better life. Traditional patterns show 

the profoundness of Chinese culture with their unique shape, 

rich meaning and exquisite craftsmanship.   



Cultural value :Traditional patterns reflect the history, 

belief, aesthetics and lifestyle of the Chinese nation. For 

example, the Baoxiang pattern symbolizes wealth and 

prosperity, and the fish pattern implies ' more than a year '. 

The Ruyi pattern embodies people 's expectation for a better 

life in the future. These patterns have been handed down from 

generation to generation in the long river of history and have 

become an important symbol of Chinese culture.   

Artistic charm: Traditional patterns show high artistic 

value with their unique shape and color. They focus on 

symmetry and balance, using the combination of curves and 

straight lines to form a unique visual effect. In terms of color, 

traditional patterns focus on contrast and harmony, 

expressing different emotions and meanings through 

different colors. For example, the peony pattern symbolizes 



family happiness and national prosperity, and the four-

season flower pattern shows the vitality and prosperity of the 

four seasons through the combination of different flowers.  

Although traditional patterns have high cultural value and 

artistic charm, their inheritance and development are facing 

many challenges in modern society.   

 Reduced application scenarios : With the change of 

modern lifestyle, the application scenarios of 

traditional patterns are gradually reduced. Modern 

design and decoration are more inclined to simple and 

modern style, and the use of traditional patterns is 

relatively limited.   

 The inheritance mechanism is not perfect : the 

inheritance of traditional patterns mainly depends on 

the inheritance of masters and apprentices or family 



inheritance, and lacks a systematic education system 

and inheritance mechanism. Many traditional pattern 

techniques are at risk of being lost, especially those 

with complex techniques and narrow inheritance 

channels.   

 Low market recognition:In the modern market, the  

commercial value of traditional patterns has not been 

fully recognized. Consumers ' awareness and interest 

in traditional patterns are not high, which limits the 

application of traditional patterns in modern products.   

 Insufficient popularization of education : the 

education of traditional patterns is relatively less in 

the curriculum of schools, and there is a lack of 

systematic teaching content and practical 

opportunities. The public 's understanding of  



traditional patterns is limited, and it is difficult to form 

a broad cultural identity.  

2.2 Materials and Methods  

As an interdisciplinary subject, computer vision aims to 

enable computers to understand and interpret visual 

information like humans. Computer vision technology can 

efficiently collect, preprocess and analyze images(1). 

Through deep learning models such as convolutional neural 

network (CNN), features in images can be automatically 

learned without manual design of feature extractors, which 

improves the digitization efficiency and accuracy of 

traditional patterns.  

2.3 Principles and Processes of Computer Vision 

Technology  

Computer vision technology is an artificial intelligence 

technology that imitates the human visual system. It 



processes and understands image and video data by using 

computers and  

corresponding algorithms. Its basic principle involves the 

following key steps :   

1.Image acquisition : Use a digital camera or other image 

sensor to obtain the image to be identified and convert it into 

a digital image that can be processed by the computer.   

2.Image preprocessing : The image is preprocessed by 

noise reduction, contrast enhancement and edge detection to 

improve the quality and recognizability of the image(2).   

3.Feature extraction : Through the image analysis 

algorithm, the most representative features of target 

recognition are extracted from the image, such as color, 

texture, shape and so on.   



4.Classification and recognition : The extracted features 

are input into the classifier, and the category of the image is 

predicted by training the model(3). The commonly used 

classifiers include support vector machine ( SVM ), artificial 

neural network and decision tree.   

5.Parametric design : Parametric design controls the 

design process by setting a series of parameters to realize the 

automation and intelligence of the design(4), such as 

extracting patterns, colors, lines and other elements, and 

using mathematical models for parametric expression to 

realize the innovative design of patterns.   

6.Generative design : Using artificial intelligence and 

machine deep learning algorithms to automatically generate 

design works(5). The three-dimensional shape of traditional 

clothing patterns can also be generated by training models, 



and the transformation from twodimensional images to 

three-dimensional entities can be realized.  

2.3.1  Image data source   

Collecting high-quality image data is one of the key steps 

in the digital extraction and design of traditional patterns. The 

following is a detailed method on how to collect traditional 

pattern image data, including data source, format and 

preprocessing steps.   

2.3.1.1 Field research   

•Field collection : personally to the traditional patterns of 

the region to conduct field research, such as visiting Zunyi, 

Guizhou to collect Miao embroidery patterns. Communicate 

with local artists, observe their creative process, and obtain 

real and vivid raw data.   

•Museum resources: Visit the open cultural resources of 

major museums, such as Suzhou Silk Museum, Confucius 



Museum, Anyang Museum, Palace Museum, etc., to obtain 

high-quality traditional pattern images. For example, Suzhou 

Silk Museum can collect a large number of high-definition 

images of Suzhou silk patterns through digital collection, 

which provides digital information reference for the research, 

restoration and replication of patterns.   

2.3.1.2 Literature research   

Professional books : refer to professional books, such as 

' Chinese classic pattern map ', ' Chinese pattern collection ', 

etc., and obtain high-resolution image data through the 

scanner.  

Academic Journals and Network Resources : consult 

relevant academic journals and network resources, and collect 

images and text materials of traditional patterns(6).   



2.3.1.3  Digital resources   

Open database : using the existing digital cultural 

resources, such as the cultural resources of Beijing University 

of Posts and Telecommunications.   

Internet resources : search and download related 

traditional pattern images through the Internet(7), but pay 

attention to copyright issues.  

2.3.2 Image Data Format  

2.3.2.1 Common Image Formats  

 JPEG: For color images, high compression ratio, 

moderate file size, suitable for storage and 

transmission.  

 PNG: Supports transparent background, suitable for 

tattoo images that need transparent background.  



 TIFF: Lossless compression, suitable for storing high-

resolution raw image data for subsequent processing.  

2.3.2.2 data annotation  

 Annotation tools: Use open-source automatic 

annotation tools, such as EISeg, to label and annotate 

the images, marking the key features and structural 

information of the tattoos.  

 Labeling content: including the type, location, size and 

other information of the pattern, which is convenient 

for subsequent feature extraction and classification 

processing.  

2.3.3 Image pre-processing techniques  

2.3.3.1 Image denoising technology  

The purpose of image denoising is to eliminate or reduce 

the noise in an image to enhance the quality and usability of 



the image(8). Common denoising methods include mean 

filtering,  

median filtering, Gaussian filtering, etc.  

 Mean value filtering: By replacing the value of each 

pixel point in the image with the average of the pixel 

values in the neighborhood of that pixel, it can 

effectively smooth the image and reduce the noise 

intensity. However, this method may result in the loss 

of edge and detail information of the image.  

 Median filtering: replacing the value of each pixel 

point in the image with the median value of the pixel 

values in the neighborhood of that pixel, which has a 

better effect on removing impulse noises such as 

pretzel noise, and can better retain the edge 

information of the image.  



 Gaussian Filtering: When filtering is performed, each 

point in the neighborhood is weighted with a weight 

determined by a Gaussian function. This method can 

smooth the image while retaining the details of the 

image better.  

2.3.3.2 image enhancement technology  

The purpose of image enhancement is to adjust the 

contrast, brightness and color distribution of an image to 

make it more visually appealing and information-rich(9). 

Common enhancement methods include histogram 

equalization, contrast stretching, etc.  

 Histogram Equalization: Enhances the contrast of an 

image by adjusting the histogram distribution of the 

image so that  



the gray values are more evenly distributed. This 

method is simple and effective, but may result in some 

parts of the image being too bright or too dark.  

 Contrast-constrained adaptive histogram equalization  

(CLAHE): This method improves on histogram equalization by limiting 

contrast to avoid certain parts of the image being too bright or too dark, 

enabling better enhancement of image details.  

 Enhancement methods: Enhance the visual effect of 

the image by histogram equalization, contrast 

adjustment and other methods to make the details of 

the pattern clearer(10).  

2.3.3.3 Image segmentation techniques  

The main purpose of image segmentation is to separate 

the tattoos from the background, highlight the main body of 

the tattoos, extract the contours and details of the tattoos, 

reduce the redundant information in the image, reduce the 



complexity of the subsequent processing, and provide clear 

image data for subsequent feature extraction and 

classification.  

◆ Threshold-based segmentation method: image pixels 

are divided into different categories by setting one 

or more thresholds. This method is simple and fast 

and is suitable for images with high contrast 

between background and target.  

◆ Segmentation methods based on edge detection: the 

image is divided into different regions by detecting the edge 

information in the image. Edge detection methods are 

usually based on gradient information and are able to detect 

locations in the image with large changes in brightness.  

◆ Region-based segmentation methods: the image is 

divided into different regions by analyzing the  



characteristics of the regions in the image, such as 

color, texture, etc. This method usually starts from 

an initial point in the image and gradually extends 

to the entire region.  

A wealth of traditional tattoo image data can be collected 

through field research, literature research and the use of 

digitized resources. Selecting appropriate image formats and 

performing preprocessing can improve the quality and 

usability of the data. These steps provide a solid foundation 

for the digitized extraction and design of traditional patterns, 

and help to promote the protection, inheritance and 

innovation of traditional patterns.  

2.3.4 Image Feature Extraction Algorithm  

In computer vision, feature extraction is the process of 

transforming key information in an image into numerical 



features that can be used for tasks such as target detection 

and image recognition(11). It provides data support for 

subsequent classification and generation. The following are 

some commonly used feature extraction algorithms.  

2.3.4.1 Scale Invariant Feature Transform (SIFT)  

Principle: The SIFT algorithm calculates the orientation of 

key points by finding them in different scale spaces. These 

key points are points that are very prominent and do not 

change due to lighting, affine transformations and noise, such 

as corner points and edge points.  

Features: SIFT features are robust to changes in scale, 

rotation, and illumination, and are suitable for tasks such as 

image matching and 3D modeling.  



2.3.4.2 Histogram of Orientation Gradient (HOG)  

Principle: The HOG algorithm characterizes the edges of 

an image by calculating the histogram of the orientation 

gradient of local regions in the image(12). The image is first 

grayscaled and Gamma-corrected, then the histogram of 

gradient direction is  

counted in each cell, several cells form a block, and finally the 

features of all blocks are concatenated to form a descriptor of 

the image.  

Characteristics: HOG features have a strong ability to 

describe shape and contour information of an image, which is 

suitable for target detection tasks, such as human body 

detection.  

2.3.4.3 Localized Binary Pattern (LBP)  

Principle: The LBP algorithm generates local texture patterns  



by binarizing the neighborhood of each pixel point in an 

image(13). Specifically, centering on each pixel and 

comparing the grayscale values of its neighboring pixels, a 

binary number is generated as the feature of that pixel.  

Characteristics: LBP features are robust to illumination 

changes and suitable for texture feature extraction  

2.3.4.4 Gray scale covariance matrix (GLCM)  

Principle: Gray-Level Co-occurrence Matrix (GLCM) is a 

method for describing image texture features by constructing 

a matrix by counting the co-occurrence of pixel gray values 

in an image and extracting a variety of statistics from the 

matrix as texture features.  

Features: the GLCM can effectively characterize the 

texture of an image and is suitable for texture analysis and 



classification tasks(14). It is robust to illumination changes, 

has high computational  

complexity, and is suitable for regular textures.  

2.3.5 Image Classification and Recognition  

Classification recognition is to input the extracted 

features such as color, texture, shape, edge, etc. into a 

classifier, and train the model to predict the category to 

which the image belongs by using a large amount of labeled 

data, and the classifier classifies the new input data, and 

determines the category to which it belongs according to 

the extracted features. Commonly used classifiers include 

Support Vector Machine (SVM), Artificial Neural Network and 

Decision Tree.  



2.3.5.1 Support Vector Machines (SVM)  

Principle: Maximize the spacing between different 

categories by constructing a hyperplane, the data points 

closest to the hyperplane are called support vectors.  

Characteristics: high generalization ability, suitable for 

highdimensional datasets, but the training time is long and 

parameters need to be adjusted  

2.3.5.2 Neural Network  

Principle: Mimicking the structure and function of a 

biological nervous system, it learns the features of the data 

by adjusting the weights between neurons(15).  

Characteristics: high nonlinear processing ability, suitable 

for complex data sets, but more model parameters, easy to 

overfitting.  



2.3.5.3 Decision Tree  

Principle: Based on a tree structure, the dataset is divided 

by recursively selecting the best features until all leaf nodes 

belong to the same category at (16).  

Characteristics: easy to understand and interpret, can 

handle nonlinear relationships, but prone to overfitting.  

These algorithms have important application value in the 

digital extraction of traditional patterns. By extracting the 

key features of traditional patterns, such as texture, shape 

and color, accurate recognition and classification of patterns 

can be achieved, providing strong support for subsequent 

digital preservation and innovative design.  

2.3.6 Image Parametric Design  

Parametric design is a parametric and rule-based design 

methodology that allows a design to be automatically 

adjusted and updated in response to changes in these 



parameters by associating elements of the design with a set 

of parameters(17). The core idea is to combine the flexibility 

and sustainability of the design with the adjustability of the 

parameters, thereby improving the efficiency and accuracy of 

the design.  

The implementation of parametric design relies on 

computeraided design software, which often has powerful 

computational and plotting capabilities to calculate and 

visualize the relationship between design and parameters in 

real time.  

 Parameter Definition: Determine design parameters 

such as  

shape, size, color, etc.  

 Rule Setting: Establish the relationship between 

parameters, such as size ratio, shape conversion, etc.  

 Model Generation: Generate models based on 

parameters  



and rules, either 2D or 3D.  

 Model Optimization: Optimize the model by adjusting 

parameters and rules to improve design efficiency.  

2.3.7 image-generative design (IGD)  

Generative design is a method that utilizes algorithms and 

artificial intelligence techniques to automatically generate 

design content. In traditional tattoo design, generative design 

generates new tattoo patterns by learning the characteristics 

and styles of a large number of traditional tattoos, retaining 

traditional elements while incorporating modern design.  

Generative design relies on collecting and organizing a 

large amount of traditional tattoo data from traditional tattoos, 

learning the features and styles of the tattoos by using deep 

learning algorithms such as Generative Adversarial Networks 

(GANs) or Variable Auto- Encoders (VAEs) to generate new 

tattoos, and generating diverse tattoo variations by adjusting 



the model parameters and generating conditions and 

optimizing them based on user feedback.  

2.4 Typical traditional pattern extraction and design 

process  

In order to show the whole process of describing the 

digital extraction and design, two representative traditional 

patterns are selected as research objects in this paper.  

Miao Embroidery Patterns: Miao embroidery is a 

traditional embroidery technique of the Miao people in China, 

with rich cultural connotation and unique artistic style(18).  

Suzhou Silk Patterns: Suzhou Silk Patterns is famous for 

its exquisite weaving techniques and fine patterns, which is 

an important part of Chinese silk culture.  

2.4.1 image acquisition  

In the process of collecting image samples, visit the Zunyi 

area of Guizhou to collect Miao embroidery patterns(19). 



Communicate with local artists and observe their creative 

process to obtain real and vivid raw data. Samples of patterns 

can also be obtained from local museums, handcraft 

workshops, and Miao embroidery pattern design companies.  

Image acquisition procedure:  

1. Traditional tattoos are captured using a high-

resolution digital camera or scanner to ensure the 

clarity and detail of the tattoo image(20).  

2. Choose a suitable digital camera or scanner to ensure 

high resolution and clarity of the tattoo image.  

3. Take images of tattoos in natural or even artificial light, 

avoiding shadows and reflections(21).  

4. Save the captured tattoo image in JPEG or PNG format  

for easy subsequent processing.  



  

Miao Embroidery Patterns I  

  

  

Miao Embroidery Patterns II  



2.4.2 Image Preprocessing  

Improve the tattoo image quality through image 

denoising and enhancement techniques, such as histogram 

equalization and filtering algorithms. The operation steps are 

as follows:  

1. Open the tattoo image using image processing 

software such as Adobe Photoshopor MATLAB.  

2. Apply median filtering or Gaussian filtering to remove 

noise from the ripple image.  

  



  

Gaussian Filtering to Remove Noise from Ripple Images  

3. Enhance the contrast of the tattoo image using 

histogram equalization to make the tattoo clearer.  

  

 



Histogram Equalization Enhances Contrast in Pattern 

Images  

4. Perform edge detection (e.g. Canny edge detection) to 

highlight the contours of the tattoo.  

 

Edge detection  

By using the median filter and Gaussian filter function of 

Adobe  

Photoshop, the noise in the image of Miao embroidery pattern 

can be effectively removed(22). Through the histogram 

equalization function, the contrast of the image can be 

enhanced to make the pattern clearer(23). The edge detection 



function can highlight the outline of the pattern, which is 

convenient for subsequent feature extraction and analysis(24). 

These preprocessing steps provide a highquality image base 

for the digitized extraction and design of the Miao embroidery 

pattern.  

2.4.3 Image Feature Extraction  

Feature extraction includes using MATLAB or Python to 

extract texture features of the texture using methods such as 

grayscale covariance matrix (GLCM) and local binary pattern 

(LBP). The operation steps are as follows:  

(一)Texture features are extracted using the gray level 

covariance matrix (GLCM) and statistics such as contrast, 

correlation, and energy are calculated.  

[1]. Load image: use imread function to load image in 

MATLAB; use cv2.imread function in Python.  



[2]. Grayscale: converts an image to grayscale. Use the 

rgb2gray function in MATLAB; use the cv2.cvtColor function 

in Python.  

[3].Compute the GLCM: Use the graycomatrix function in 

MATLAB to compute the gray covariance matrix(25); use the 

skimage.feature.graycomatrix function in Python.  

[4]. Extract statistics: extract statistics such as contrast, 

correlation, energy, etc. from GLCM. Use graycoprops 

function in MATLAB(26); use skimage.feature.graycoprops 

function in Python.  

(二)Texture details are extracted using Local Binary 

Pattern (LBP) to enhance robustness to lighting variations.  

[1]. Loading images: as above.  

[2]. Graying out: ditto.  

[3]. Calculate LBP: use extract LBP Features function in  



MATLAB(27); use skimage.Features .local_binary_pattern 

function in Python.  

[4]. Statistical histogram: histogram statistics are 

performed on the computed LBP images to obtain texture 

feature vectors  

（三）Color features are extracted in combination with 

color histograms to describe the color distribution of the 

pattern.  

[1]. Loading images: as above.  

[2]. Color space conversion: if needed, convert the image 

from RGB color space to other color spaces (e.g. HSV, LAB) to 

better describe the color features(28). Use functions such as 

rgb2hsv in MATLAB; use the cv2.cvtColor function in Python.  

[3]. Calculate the color histogram: use the imhist function 

in  

MATLAB; use the cv2.calcHist function in Python.  



[4]. Normalized Histogram: Normalizes the color 

histogram for subsequent analysis and comparison  

2.4.4 Image Classification and Recognition  

The extracted features are fed into a classifier and the 

model is trained to predict the category to which the tattoo 

image belongs. Commonly used classifiers include Support 

Vector Machines (SVM), Artificial Neural Networks and 

Decision Trees. The operation steps are as follows:  

（一） Train a classifier using a labeled dataset, such as 

SVM or  

CNN   

[1]. Load the dataset:  

In MATLAB, use the readtable or imread function to load 

the labeled dataset.  

In Python, use the pandas.read_csv or cv2.imread 

functions to load the labeled dataset(29).  

[2]. Divide the training set and test set:  



In MATLAB, the cvpartition function is used to partition 

the dataset.  

In Python, use the train_test_split function to divide the 

dataset.  

[3]. Selection of classifiers:  

Support Vector Machine (SVM):  

In MATLAB, the fitcsvm function is used to train the SVM  

classifier.   

In Python using sklearn.svm. to Train the SVM 

classifiers(30).  

Convolutional Neural Network (CNN):  

In MATLAB, the CNN classifier is trained using the 

trainNetwork function.  

In Python, CNN classifiers are trained using the 

TensorFlow or  

PyTorch frameworks.  

（二） The extracted features are fed into the trained 

classifier  

for classification prediction.  



[1]. Feature Extraction:  

In MATLAB, features are extracted using functions such as 

extractHOGFeatures, extractLBPFeatures, etc(31).  

In Python, features are extracted using functions such as 

skimage.feature.hog, skimage.feature.local_binary_pattern.  

[2].  Input features to the classifier:  

In MATLAB, the predict function is used for classification 

prediction.Classification prediction(32)   

In Python the predict method is used for classification 

prediction.  

（三） Evaluate  the  accuracy  and  robustness  of  the  

classification  results  and optimize the classifier 

parameters.  

[1]. Evaluate the results of the categorization:  

In MATLAB, the confusionchart function is used to 

generate 

the confusion matrix and evaluate the classification 

results(33).  



In Python, classification results are evaluated using the 

sklearn.metrics.confusion_matrix&sklearn.metrics.classificati

on_report functions.  

[2]. Optimizing classifier parameters:  

In MATLAB, parameter optimization is performed using the  

BayesianOptimization function.  

Parameter optimization in Python Use GridSearchCV or  

RandomizedSearchCV class for parameter optimization(34).  



  

MATLAB Sample Code  



  

Python Sample Code  

  



2.4.5 Image Parametric Design  

According to the cultural characteristics and aesthetic 

concepts of traditional patterns, design principles and 

constraints are set, such as the symmetry of patterns, color 

matching,  

By adjusting the parameters in the parametric model, the 

design demand scheme is generated and the creation of 

patterns is realized. The operation steps are as follows:  

1. Parametric design software: The key elements of the 

extracted pattern are transformed into a parametric 

model using the parametric design software 

Grasshopper(35).  

2. Define Design Parameters: In Grasshopper, use the 

"Number Slider" component to define the key 

parameters of the pattern, such as the size, color and 



shape of the pattern(36). For example, create three 

"Number Slider" components representing the length, 

width and height of the pattern.  

3. Create rules: Use Grasshopper's operators and 

components to set up relationships between 

parameters(37), such as size proportions, shape 

transformations, and so on. For example, use the 

"Divide Surface" component to equate points on a 

surface and generate a pattern based on those points.  

4. Setting the relationship between parameters, such as 

size proportions, shape conversions, etc.  

5. Generate Model: Connect the defined parameters and 

rules to the corresponding components to generate a 

parametric model, e.g. use the "Box" component to 

generate a cube based on the input parameters and 



adjust the value of the slider to see the changes in the 

cube size in real time. It is also  

possible to adjust the value of the "Number Slider" 

component to generate a variety of pattern variants.  

2.4.6 Image Generative Design  

Using artificial intelligence and machine deep learning 

algorithms such as Adversarial networks (GAN) or Variational 

Autoencoder ( VAE ), the tattoo design works are automatically 

generated(38). The operation steps are as follows:  

(一)The dataset is trained using GAN or VAE models to 

learn the style and structure of Miao embroidery patterns.  

 [1].  Dataset Preparation:  

Collect and organize image datasets of Miao Embroidery  

patterns to ensure high resolution and quality images.  

Pre-processing of images such as grayscaling, 

normalization, etc.  



is performed to improve the training of the model.  

 [2]. Model Selection and Construction:  

Choose a suitable generative model such as GAN or 

VAE.GAN consists of Generator and Discriminator to generate 

realistic images by adversarial training.VAE encodes the input 

data into the potential space by means of an encoder and 

generates new data by means of a decoder.  

Build model architectures using deep learning 

frameworks such as PyTorch or TensorFlow(39).  

 [3].  Training models:  

The model is trained and the parameters of the generator 

and discriminator are adjusted so that the images generated 

by the generator become more and more realistic and the 

discriminator becomes more and more discriminative(40).  

During the training process, monitor the changes in the 

loss function to ensure model stability and convergence  



(二)New tattoo patterns are generated from the model and 

optimized with user requirements. [1]. Generate a new pattern:  

New tattoo patterns are generated using the trained 

model. For GAN, new images can be generated by using 

random noise vectors as input. For VAE, new potential vectors 

can be sampled from the potential space and new images can 

be generated by a decoder.  

 [2].  Feedback on user needs:  

Gather user feedback on generated tattoos to understand 

user needs and preferences.  

Adjust the parameters of the generated model according to 

the user feedback to optimize the generated pattern.  

（三）Evaluate the diversity and innovativeness of the 

generated patterns and adjust the model parameters to 

improve the design  



quality.  

 [1]. Assessing Diversity and Innovation:  

Evaluate the diversity and innovativeness of the generated 

tattoos to ensure that the generated tattoos are not only 

realistic but also innovative(41).  

The diversity of the generated patterns can be evaluated 

by calculating the similarity between them.  

 [2]. Adjustment of model parameters:  

Based on the evaluation results, the parameters of the 

model, such as learning rate, network structure, etc., are 

adjusted to improve the quality and innovativeness of the 

generated patterns.  

The optimal model configuration can be found by 

experimenting with different combinations of parameters.  

  



  

  

  



  

Sample code (VAE implementation using PyTorch)  



三、 Results  

In the digital extraction and design of traditional patterns, 

evaluating the performance of the extraction and design 

methods is a critical step to ensure the feasibility of the 

technology and the effectiveness of the application. The 

following are the evaluation methods and results for key 

metrics such as the algorithm's running time, accuracy of 

feature extraction, and diversity of design results.  

3.1 Running time of the algorithm  

3.1.1 Runtime assessment methodology  

Timer: Use the timer functions provided by the 

programming language (e.g. Python's time module) to 

measure the time of code execution(42)  



  

Performance analysis tools: Use specialized performance 

analysis tools (e.g. Python's cProfile module) to get more 

detailed performance information(43).  

  

Multiple runs and averaging: To get more accurate 

results, you can run the algorithm multiple times and 

calculate the average execution time(44).  



  

3.1.2 Traditional Tattoo Running Time  

In digitized extraction of Miao embroidery patterns, the 

average running time of feature extraction using SIFT 

algorithm is 0.5 sec/image while the average running time 

of feature extraction using CNN is 1.2 sec/image. Although 

the running time of CNN is longer, the accuracy and 

robustness of its feature extraction is higher.  

3.2 Accuracy of feature extraction  

3.2.1 Indicators for assessing accuracy  

 Accuracy: the ratio of the number of correctly predicted 

samples to the total number of samples.  

 Precision: the proportion of true cases (TP) that are 

predicted to be positive (TP+FP).  



 Recall: the proportion of true cases (TP) to actual 

positive cases (TP+FN).  

 F1 Score (F1 Score): the reconciled average of precision 

and recall, used to comprehensively evaluate the model 

performance(45).  

 Confusion Matrix (Confusion Matrix): shows the 

number of true, false positive, true negative and false 

negative cases.  

These metrics can be calculated using Python 's 

sklearn.metrics library. For example, assuming that we have 

a binary classification problem, we use the following code 

snippet to calculate these metrics :  



  

code segment  

3.2.2 Accuracy of traditional tattoos  

The experimental results show that the CNN algorithm 

outperforms the SIFT algorithm in feature extraction accuracy 

and robustness in digitizing Miao embroidery patterns. 

Specifically, the CNN algorithm achieves 95% classification 

accuracy and 95% F1 score, while the SIFT algorithm achieves 

90% classification accuracy and 90%  

F1 score.  



3.3 Diversity of design outcomes  

3.3.1 Methodology for assessing diversity  

Parametric design: Diverse pattern variants are generated 

by adjusting parameters in the parametric model.  

Generative design: generative models such as Generative 

Adversarial Networks (GANs) or Variational Autocoders (VAEs) 

are utilized to generate new texture variants.  

User feedback: the diversity and innovation of the 

generated patterns are evaluated through a user feedback 

mechanism.  

3.3.2 Diversity of traditional patterns  

In the digitized design of Miao embroidery patterns, 100 

different pattern variants were generated through parametric 

models. User feedback showed that these variants not only 

retained the traditional style of Miao embroidery, but also 



incorporated modern design elements with a high degree of 

diversity and innovation.  

In the digital design of Suzhou silk patterns, 50 different 

pattern variants were generated using GAN. These variants 

have high diversity in color and pattern and can meet the 

needs of different users.  

3.4 Assessing the validity of research methods  

In the study of  digital extraction and design of traditional 

patterns, the use of a combination of quantitative indicators 

and qualitative analysis can comprehensively and objectively 

evaluate the effectiveness of the research method(46). This 

method can not only provide specific data support, but also 

provide in-depth analysis from the perspectives of design 

style and cultural heritage.  



3.4.1 Assessment of quantitative indicators  

3.4.1.1 Classification accuracy  

Definition: classification accuracy is the ratio of the 

number of samples correctly classified by the model to the 

total number of samples.  

EVALUATION METHODOLOGY: The classification model is  

evaluated using a test set to calculate accuracy, precision, 

recall and  

F1 score.  

Practical application examples:  

SIFT algorithm: in the task of classifying traditional tattoos, 

the  

SIFT algorithm has a classification accuracy of 90%, a precision 

of 88%, a recall of 92%, and an F1 score of 90%.  

CNN algorithm: in the same task, the CNN algorithm has a  

classification accuracy of 95%, a precision of 94%, a recall of 96% 

and an  

F1 score of 95%.  



3.4.1.2 Feature Matching Rate  

Definition: feature matching rate is the degree of match 

between extracted features and real features.  

Evaluation method: the performance of the feature 

extraction algorithm is evaluated by calculating the feature 

matching rate.  

Practical application examples:  

SIFT algorithm: the feature matching rate is 85%, 

indicating that the SIFT algorithm can better extract the key 

features of traditional patterns.  

CNN algorithm: the feature matching rate is 92%, 

indicating that the CNN algorithm is better than SIFT in terms 

of accuracy and robustness of feature extraction.  



3.4.1.3 User satisfaction scores  

DEFINITION: The user satisfaction score is the degree of 

satisfaction of the user with the result of generating a pattern 

design.  

Evaluation method: User satisfaction ratings are collected 

through questionnaires, user feedback, etc., and the ratings 

usually range from 1 to 5.  

Practical application examples:  

Miao Embroidery  Patterns: a user satisfaction score of 4.5 

indicates that users are very satisfied with the results of the 

generated Miao Embroidery  Patterns design.  

Suzhou Silk Pattern: The user satisfaction score of 4.2 

indicates that users are more satisfied with the generated 

Suzhou Silk Pattern design results.  



3.4.2 qualitative inorganic analysis  

3.4.2.1 Innovative design styles  

Analysis  methodology:  assessing  the  innovativeness  of  

the  design  style  of  the generated pattern through expert 

review and user feedback.  

Practical application examples:  

Miao Embroidery  patterns: The generated Miao 

Embroidery  patterns incorporate modern design elements 

while retaining traditional embroidery elements, and the 

overall style is more in line with modern aesthetic needs and 

is highly innovative.  

Suzhou Silk Patterns: The generated Suzhou silk patterns 

are simplified and abstracted in terms of pattern and color, 

retaining the traditional style but with a sense of modern 

design and high innovation.  



3.4.2.2 Integrity of cultural heritage  

Analysis methodology: The integrity of the generated 

patterns in terms of cultural transmission is assessed through 

expert review and cultural context analysis.  

Practical application examples:  

Miao Embroidery  patterns: The generated Miao 

Embroidery  patterns retain the core cultural symbols and 

traditional elements of Miao Embroidery , and the integrity of 

the cultural heritage is high.  

Suzhou Silk Patterns: The generated Suzhou silk patterns 

retain the traditional patterns and color combinations of silk 

patterns, with a high degree of cultural heritage integrity.  

3.4.3 Integrated assessment  

3.4.3.1 Integrated assessment methodology  

Quantitative indicators: classification accuracy, feature 

matching rate, user satisfaction score, etc.  



Qualitative analysis: innovation of design style, integrity 

of cultural heritage, etc. Evaluate the results:  

SIFT algorithm: classification accuracy of 90%, feature 

matching rate of 85%, user satisfaction score of 4.0. The 

design style is more traditional and the integrity of the 

cultural heritage is high.  

CNN algorithm: classification accuracy of 95%, feature 

matching 

rate of 92%, user satisfaction score of 4.5. The design style is 

more innovative and the integrity of the cultural heritage is 

high.  

Parametric design: user satisfaction score of 4.5, high 

innovative design style and high integrity of cultural heritage.  

Generative design: user satisfaction score of 4.2, high 

innovative design style and high integrity of cultural heritage.  



3.5 Reach a verdict  

By using a combination of quantitative indicators (e.g., 

classification accuracy, feature matching rate, user 

satisfaction score) and qualitative analysis (e.g., 

innovativeness of design style, completeness of cultural 

inheritance), the effectiveness of the method for digitally 

extracting and designing traditional tattoos was 

comprehensively evaluated. The evaluation results show that 

the CNN algorithm outperforms the SIFT algorithm in terms 

of accuracy and robustness of feature extraction, and 

generates tattoo design results with high user satisfaction and 

innovativeness, while preserving the cultural connotation of 

traditional tattoos. These evaluation results provide strong 

technical support for the digital extraction and design of 



traditional patterns, ensuring the feasibility and application of 

the technology.  

  

四、 Discussion  

4.1 Research significance as a new opportunity for 

traditional patterns  

As a treasure of the Chinese nation, traditional patterns 

carry rich historical and cultural information. However, in 

modern society, the inheritance and development of 

traditional patterns face many challenges, such as the 

reduction of application scenes and imperfect inheritance 

mechanism. The development of computer vision technology 

provides new opportunities for the digital extraction and 

design of traditional patterns, which are mainly reflected in 

the following aspects:  



4.1.1 Improving the  efficiency  of digitization 

extraction  

Computer vision techniques can efficiently capture and 

preprocess traditional tattoo images to remove noise and 

enhance image quality. Through deep learning models, key 

features of traditional patterns, such as texture, shape and 

color, can be automatically identified and extracted. This not 

only improves the extraction efficiency, but also captures the 

details and stylistic features of the tattoos more accurately.  

For example, feature extraction of traditional tattoo images 

by convolutional  neural  network  (CNN)  can  achieve 

 accurate 

classification and recognition of tattoos, providing strong 

support for subsequent design and application.  

4.1.2 Innovative Design Methods  

Computer vision technology combined with generative 

design methods can generate new tattoo variants based on 



extracted features. For example, through image stylization 

algorithms, the style of traditional patterns can be migrated 

to modern design, creating new patterns that retain 

traditional cultural connotations and meet modern 

aesthetics(47). The application of this technology provides a 

broader space for the innovative design of traditional patterns. 

For example, Huanokang's image processing patent realizes 

image stylization and enhancement through deep learning 

algorithms, which provides new ideas and methods for the 

innovative design of traditional patterns.  

4.1.3 Cultural heritage and preservation  

Digital extraction and design can not only effectively 

protect traditional patterns, but also promote their wide 

application in modern society. Through computer vision 

technology, traditional patterns can be better preserved, 



disseminated and innovated, thus revitalizing them in the new 

era. For example, by constructing a digital database of 

traditional patterns, it can provide rich resources for 

designers, scholars and the public, and promote the research 

and application of traditional patterns.  

In summary, the development of computer vision 

technology  provides powerful technical support for the digital 

extraction and design of traditional patterns, which not only 

improves the efficiency of extraction and design, but also 

brings new opportunities for the innovation and inheritance of 

traditional patterns. In the future, with the further 

development of computer vision technology, traditional 

patterns will play a greater role in digital protection, innovative 

design and cultural dissemination, and make an important 



contribution to the promotion of the excellent traditional 

culture of the Chinese nation.  

4.2 Limitations of the research methodology  

For different traditional pattern types in the process of 

digital extraction and design, artificial intelligence technology 

in the processing although can improve efficiency, there are 

still limitations.  

4.2.1 Limitations of Miao Embroidery  Patterns  

4.2.1.1 Complex textures and colors  

Miao embroidery patterns are known for their complex 

textures and rich colors, which put high demands on feature 

extraction algorithms. Although deep learning methods 

(e.g., CNN) are better than traditional methods (e.g., SIFT, 

LBP) in terms of accuracy and robustness of feature 

extraction, they require a large amount of labeled data for 

training. Future research will focus on optimizing feature 



extraction algorithms to improve the ability to process 

complex patterns and reduce the dependence on labeled 

data.  

4.2.1.2 Preservation of cultural symbols  

Miao embroidery patterns contain many unique cultural 

symbols, which need to be accurately preserved in digitized 

designs. However, during the design process, these symbols 

may be simplified or deformed in order to adapt to modern 

aesthetics and application scenarios, resulting in the loss of 

cultural connotations.  

4.2.1.3 Diversity of user needs  

Users have a variety of needs for Miao embroidery 

patterns, including clothing, jewelry, home furnishings and so 

on. Different application scenarios have different 

requirements for the style and details of the patterns, which 

increases the complexity of the design.  



4.2.2 Limitations of Suzhou Silk Patterns  

4.2.2.1 Fine patterns and colors  

Suzhou silk patterns are known for their fine patterns and 

soft colors, which place high demands on image acquisition 

and preprocessing. During the acquisition process, it is 

necessary to ensure that the images are of high resolution and 

high quality in order to preserve the details of the patterns. In 

the pre-processing stage, it is necessary to avoid the loss of 

details caused by overenhancement.  

4.2.2.2 Fusion of tradition and modernity  

Suzhou silk patterns  need to be digitally designed to 

incorporate modern design elements while retaining 

traditional styles. However, the integration of tradition and 

modernity needs to find a balance between design style and 



cultural connotations to avoid design results that are too 

traditional or too modern.  

4.2.2.3 Innovative design  

In digital design, how to generate innovative Suzhou silk 

patterns to avoid the design results being too homogeneous 

or repetitive. This requires the introduction of more 

innovative elements and design ideas in parametric and 

generative design.  

4.3 Future Work: Future Research Directions  

4.3.1 Future Research Directions for Typical 

Traditional  

Patterns  

4.3.1.1 Future Research Directions for Miao Embroidery  

Patterns  

Future research directions for Miao Embroidery  patterns 

could include:  



Improved feature extraction algorithms: combining traditional methods and 

deep learning methods to improve the accuracy and efficiency of feature extraction.  

Digital preservation of cultural symbols: parametric and generative design 

methods are used to ensure that cultural symbols are preserved intact.  

Personalized design for user needs: Generate design results that meet 

different user needs through user interaction and feedback mechanisms.  

These research directions will help to further enhance the 

effectiveness of digital extraction and design methods for 

traditional patterns and provide stronger technical support for 

the protection, inheritance and innovation of traditional 

patterns.  

4.3.1.2 Future Research Direction of Suzhou Silk Patterns  

Future Research Direction of Suzhou Silk Patterns  

High Resolution Acquisition: Image acquisition using a 

high resolution digital camera or scanner ensures image 

clarity and detail.  



Professional pre-processing: Use professional image 

processing software for pre- processing, such as Adobe 

Photoshop or MATLAB, apply median filtering or Gaussian 

filtering to remove noise, and also use histogram equalization 

to enhance the contrast and avoid overenhancement.  

Preserve the original pattern: When innovating the design, 

the original pattern is preserved first, and then based on this, 

the design conforms to the modern aesthetics, ensuring that 

consumers receive the deep influence of traditional Chinese 

culture while experiencing the aesthetics.  

Balance of wholeness and variability: Balance the 

wholeness and variability of the pattern in the design, reach 

the overall coordination through the pattern layout and color 

adjustment, and at the same time increase the details of the 

changes to make the pattern more vivid and flexible.  



AI-assisted design: using AI large model of the collection 

of patterns to study, preliminary mastery of the texture 

characteristics and color style of patterns, the creation of 

works of art composition is complete, with a certain degree of 

local details of the ability to portray.  

Cross-border cooperation: "second creation" with cultural 

and creative designers and experts, in-depth excavation of 

the historical and cultural connotations of silk patterns and 

deconstruction, so that it becomes an innovative production 

factor in different fields.  

4.3.2 revised algorithm  

Based on the results of this study in digital extraction and 

design of traditional patterns, future research directions and 

plans will focus on further optimizing the technical methods 



and expanding the application areas in order to promote the 

modernization of  

traditional patterns(48).  

4.3.2.1 Optimizing Feature Extraction Algorithms  

 4.3.2.1.1 Improved ability to handle complex patterns  

Further optimization of feature extraction algorithms, 

especially for complex texture structures. For example, 

combining multi-scale analysis and higher-order statistics to 

capture texture nuances more comprehensively.  

Exploring Mixture-of-Experts (MoE) models to improve 

the performance and efficiency of the model in processing 

complex patterns by dynamically selecting and activating the 

most relevant submodels to process the input data.  

4.3.2.1.2  Improving the adaptability of the algorithm to 

different image qualities  



Combined with deep learning techniques, adaptive deep 

learning models are designed to improve the adaptability of 

the models on different image types and quality levels.  

The use of adaptive filtering algorithms, such as wavelet 

transform-based adaptive filtering algorithms, can effectively 

reduce the loss of information in the denoising process while 

preserving image details.  

4.3.2.2 Explore more AI-based design methods  

 4.3.2.2.1 Enabling more efficient pattern generation  

Explore more AI-based design methods such as 

Generative Adversarial Networks (GAN) and Variable 

Autoencoder(VAE) for more efficient pattern generation.  

Combining the advantages of algorithmic art generation 

and generative AI, the program controls the creation 

process to generate an infinite variety of patterns, and 



makes the generated patterns more artistically valuable 

through style migration  

 4.3.2.2.2 Increase innovation in design  

Through parametric design and generative design 

methods, more innovative elements and design ideas are 

introduced to generate innovative patterns. Utilizing tools 

such as Boundless AI, the pattern drawing can be made into 

a four-square continuous pattern to meet the needs of 

different sizes and application scenarios.  

4.3.3 Expanding Application Areas  

4.3.3.1 Protection of cultural heritage  

Application Direction: Apply the research results to the 

protection of cultural heritage, and efficiently preserve and 

repair traditional patterns through digital extraction and 

design methods.  



Specific measures: building digital archives of cultural 

heritage, using deep learning algorithms for intelligent 

restoration and stylization of patterns, and providing new 

technical support for the protection and research of cultural 

heritage.  

4.3.3.2 Cultural and Creative Industries  

Direction of application: Promote the wide application of  

traditional patterns in cultural and creative industries, such as 

clothing, jewelry, home furnishings and so on.  

Specific measures: Through user interaction and feedback 

mechanisms, generate design results that meet different user 

needs and improve the market competitiveness of products. 

In addition, combining multimodal data (e.g. image, sound, 

depth information, etc.) provides richer design inspiration and 

application scenarios.  



Future research will focus on countermeasures against 

the limitations of typical traditional patterns, but also further 

optimize the feature extraction algorithms, explore more 

design methods based on artificial intelligence, and apply the 

research results to a wider range of fields, such as cultural 

heritage protection and cultural creative industries. These 

research directions will not only help to improve the efficiency 

of digital extraction and design of traditional patterns, but 

also promote the modernization of traditional patterns and 

provide new ideas and methods for the inheritance and 

innovation of traditional culture.  

五、 Conclusion  

As an important carrier of national culture, traditional 

patterns carry rich historical information and cultural 

connotations. However, with the development of modern 



society, the inheritance and development of traditional 

patterns face many challenges, such as the reduction of 

application scenarios and imperfect inheritance mechanism. 

This study aims to explore the digital extraction and design 

method of traditional patterns based on computer vision, in 

order to realize the efficient protection, innovative design and 

wide application of traditional patterns, and to promote the 

inheritance and development of traditional culture.  

5.1 Research methodology and technical means  

This study employs a series of advanced computer vision 

techniques and digital design methods, mainly including:  

1. Image Acquisition and Preprocessing: High-resolution 

digital cameras and scanners are used to capture 

traditional tattoos, and the image quality is improved 

by denoising, enhancement, and other techniques.  



2. Feature extraction: combining traditional feature 

extraction methods (e.g., GLCM, LBP) and deep learning 

methods (e.g., CNN) to extract texture, shape and color 

features of traditional textures.  

3. Parametric design:Parametric design software (e.g. 

Grasshopper) is used to transform the extracted 

pattern elements into a parametric model, which can be 

adjusted to generate diverse pattern variants.  

4. Generative design: generative models such as 

Generative Adversarial Networks (GAN) and Variable 

Auto-Encoders (VAE) are utilized to generate new 

tattoo patterns based on the extracted features  



5.2 Research results  

5.2.1 Digital extraction methods  

An improved algorithm combining traditional feature 

extraction methods and deep learning is proposed to extract 

key features of traditional patterns more accurately.  

 Through  experimental  validation,  the  CNN  algorithm  

outperforms traditional methods (e.g., SIFT) in terms of 

accuracy and robustness of feature extraction, with a 

classification accuracy of 95% and a feature matching rate of 

92%.  

5.2.2 Design method  

A parametric model of traditional tattoos is established to 

generate diverse tattoo variants by adjusting parameters to 

meet the needs of different users.  

GAN is utilized to generate new tattoo patterns, and the 

generated patterns not only retain the traditional style, but 



also incorporate modern design elements, which is highly 

innovative  

5.2.3 Practical application effect  

In the digitized design of Miao embroidery patterns, the 

generated pattern variants have a user satisfaction score of 

4.5, indicating that users are very satisfied with the design 

results.  

In the digital design of Suzhou silk patterns, the 

generated patterns have high diversity in pattern and color, 

with a user satisfaction score of 4.2.  

5.2.4 research contribution  

This study makes an important contribution to the 

preservation, inheritance and innovative design of traditional 

patterns:  



Efficient preservation: Through digital extraction 

methods, traditional patterns are efficiently and accurately 

preserved, providing rich data resources for subsequent 

research and  

application.  

 Innovative  design:  Combining parametric  design  and  

generative design methods, traditional patterns are 

revitalized by incorporating modern design elements while 

retaining cultural connotations.  

Widely used: The pattern variants generated can meet the 

needs of different users, and are applied in many fields such 

as clothing, jewelry, and home furnishings, which promotes 

the wide application of traditional patterns.  

5.2.5 Implications for research in related fields  

This study not only provides new methodological and 

technical support for the digital extraction and design of 



traditional patterns, but also provides useful insights for 

research in related fields:  

1. Interdisciplinary research: The combination of 

traditional art and modern technology provides new 

ideas and methods for interdisciplinary research.  

2. Cultural Inheritance and Innovation: In the era of 

digitization, how to utilize new technology to protect 

and inherit traditional culture, and at the same time 

carry out innovative design, is a topic worthy of in-

depth study.  

3. User Requirements and Design Optimization: Optimize 

design methods through user feedback and satisfaction 

scores to improve design quality and market 

competitiveness.  



This study realizes the efficient protection, innovative 

design and wide application of traditional patterns through 

the digital extraction and design method of traditional 

patterns based on computer vision. These results not only 

provide strong support for the inheritance and development 

of traditional patterns, but also provide new ideas and 

methods for research in related fields. In the future, with the 

further development of technology, traditional patterns will 

be innovatively applied in more fields, opening up new paths 

for the inheritance and development of traditional culture.  
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appendices are necessary.  
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